Abstract

A decision maker wants to know if an expert has relevant information about a stochastic process. The expert either perfectly knows the probability of all future events or knows nothing about these probabilities. The expert must announce the probability distribution of all future events before any data is observed. An empirical test is called good if it can determine the expert type based on a arbitrarily large data set. In a recent contribution Dekel and Feinberg (2004) propose a test and demonstrate strong results indicating that the test is good. In contrast, I show that a good empirical test does not exist.
1. Introduction

A decision maker, named Alice, wants to know if an expert has relevant information about a stochastic process. The expert is one of two possible types. Either he perfectly knows the probability of all future events or he knows nothing. Before any data is observed the experts announces the probability distribution of all future events (i.e., the expert announces a probability measure on the space of infinite sequences of 0’s and 1’s). Then, the data unfolds. The central question in this paper is whether there exists an empirical test that Alice could use to determine the type of the expert.

Assume that the probability of 1 is known to be fixed. The expert announces that 1 has probability p. Alice tests the expert as follows: she observes the empirical frequency of 1 and if, after sufficiently many periods, this frequency does not remain sufficiently close to p then she concludes that the expert knows nothing. Only experts who know the relevant probability (or are lucky enough to make an announcement close to the truth) pass this empirical test. Now assume that the probability of 1 may not be fixed. Alice could still test the expert as follows: she checks to see if the empirical frequency of 1 is close to p in the periods that the expert predicted 1 with probability close to p. This is a calibration test. Dawid (1982) shows that the calibration test will be passed (almost surely) by an expert who announces the true data generating process. However, Foster and Vohra (1998) shows that the expert who knows nothing can also pass the calibration test. They show that the uninformed expert has a randomized strategy that will produce calibrated forecasts with probability one (according to the randomized strategy) on any sequence of outcomes. Given that it requires almost no knowledge to be passed, the calibration test is commonly perceived as weak. A good empirical test (i.e., a test capable of determining the expert type) must return a passing grade to the informed expert and the uninformed expert must find it near impossible to pass.

A good empirical test would reveal an observable feature of probability measures that cannot be obtained without relevant knowledge. Fudenberg and Levine (1999), Lehrer (2001), Hart and Mas-Colell (2001), Sandroni, Smorodinsky and Vohra (2003) considered stronger forms of calibration tests that are performed on many subsequences. They show that an uninformed expert can produce forecasts that will meet these requirements on any sequence of outcomes. Hence, these tests are not good. They return the same verdict to experts who know the data generating process and to experts who know nothing (except for the test
itself). Sandroni (2003) shows a large class of tests based on sequential forecasts (not necessarily calibration tests) that are not good. However, Sandroni’s result is severely limited because it is assumed that Alice will only have bounded data sequence to conduct the test. In particular, the number of data points that will be available to Alice is known to the expert. These results motivate the search for a good empirical test. A result in this direction was obtained in a recent thought provoking contribution by Dekel and Feinberg (2004).

Dekel and Feinberg (2004) note that given any probability measure there exists a first category set that has high probability.1 Let’s call this set the associated set. The Dekel and Feinberg (2004) test rejects the probability measure if and only if the observed sequence of data does not belong to the associated set. By definition, the informed expert can pass the test, with high probability, by announcing the correct data generating process. The uninformed expert, on the other hand, faces a serious difficulty. First category sets are small in a topological sense. So, when the uninformed expert chooses a probability measure he commits to a single topologically small set without any knowledge of which sequence of outcomes will occur. It seems intuitively impossible for the uninformed expert to pass this test. Dekel and Feinberg (2004) formalize this intuition by showing that for each data first category set $A$, there exists only a small set of probability measures (i.e., a first category set in the space of probability measures) that assign high probability to $A$.

The Dekel and Feinberg (2004) test has not been considered in the aforementioned literature. In this literature the expert is only required to forecast the probability of next period’s events given the past observed string of data. To construct the associated set it is necessary to know next period’s forecasts given any possible finite history (not just the observed history). Moreover, the Dekel and Feinberg (2004) test is clearly not a calibration test and it is not based on bounded information. Alice can observe as many data points as she wants before deciding on the expert’s knowledge. The contribution of this paper is the demonstration that, in spite of Dekel and Feinberg (2004) strong results, the uninformed expert can pass this test.

Let an empirical test be an arbitrary function mapping that takes as an input a probability measure and a sequence of outcomes and returns, as an output, either

---

1A set is of first category if it is a countable union of sets that are nowhere dense. A set is called nowhere dense when the interior of its closure is empty.
a pass or a reject. No assumptions are placed on it.\footnote{However, it is assumed that the expert knows the test (which could be a combination of different tests). I refer the reader to Lehrer (2001) for some results in which the expert is uncertain about how he will be tested.} Let’s say that rejection can be avoided with probability $1 - \varepsilon$ if the uninformed expert can select probability measures (possibly at random) such that, for any sequence of outcomes, the realized probability measure will not be rejected in any finite time with probability $1 - \varepsilon$ (according to the randomization used by the uninformed expert). I show that if the test does not reject correct probability measures with probability $1 - \varepsilon$ then rejection can be avoided with probability $1 - \varepsilon$. Hence, no empirical test is always capable of distinguishing the expert who knows the entire data generating process and the expert who knows nothing about the data generating process. This result shows that a good empirical test does not exist.

The main result, combined with an intuitive and informal explanation of the basic argument, is presented in section 2. A brief conclusion and a formal proof follow in the next two sections.

2. Model and Result

Each period either 0 or 1 is observed.\footnote{It is immediate to extend the results to the case where one outcome, out of finitely many possibilities, is observed each period.} Let $\Omega = \{0, 1\}^\infty$ be the set of all infinite sequences of outcomes. Let $N$ be the set of natural numbers. Let $\{0, 1\}^t$, $t \in N$, be the $t$-Cartesian product of $\{0, 1\}$. For every finite history $s_t = \{0, 1\}^t$, $t \in N$, a cylinder with base on $s_t$ is the set $C(s_t) = \{s \in \Omega \mid s = (s_t, \ldots)\}$ of all infinite histories whose $t$ initial elements coincide with $s_t$. Let $\mathcal{F}_t$ be the $\sigma$-algebra that consists of all finite unions of cylinders with base on $\{0, 1\}^t$. Let $\mathcal{F}$ be the $\sigma$-algebra generated by the algebra $\mathcal{F}^0 = \bigcup_{t \in N} \mathcal{F}_t$, i.e., $\mathcal{F}$ is the smallest $\sigma$-algebra which contains $\mathcal{F}^0$. Let $(\Omega, \mathcal{F}, P)$ be the measure space, where $P$ is a probability measure. Let $\Delta(\Omega)$ be the set of probability measures on $(\Omega, \mathcal{F})$.

Before any data is observed, the expert must announce a probability distribution $P \in \Delta(\Omega)$. Based on a sequence of outcomes $w \in \Omega$, an outsider must decide whether or not the expert is informed about the governing data generating process.

**Definition 1.** An empirical test is a function $T : \Omega \times \Delta(\Omega) \rightarrow \{0, 1\}$. 

---

2However, it is assumed that the expert knows the test (which could be a combination of different tests). I refer the reader to Lehrer (2001) for some results in which the expert is uncertain about how he will be tested.

3It is immediate to extend the results to the case where one outcome, out of finitely many possibilities, is observed each period.
When the test returns a 0 the test rejects the probability measure based on the outcome sequence. Conversely, when the test returns a 1 the test does not reject the probability measure based on the outcome sequence. Fix \( \varepsilon \geq 0 \).

**Definition 2.** An empirical test \( T \) does not reject the truth with probability \( 1 - \varepsilon \) if for any \( P \in \Delta(\Omega) \)

\[
P \{ w \in \Omega \mid T(w, P) = 1 \} \geq 1 - \varepsilon.
\]

A good empirical test must not reject the truth with high probability. Otherwise it will be difficult to interpret the meaning of a rejection. Calibration tests and the test in Dekel and Feinberg (2004) are examples of empirical tests that do not reject the truth.

**Definition 3.** Given a test \( T \), let \( T_\infty : \Omega \times \Delta(\Omega) \to \{0, 1\} \) be a function such that \( T_\infty(w, P) = 0 \) if and only if there exists some finite history \( s_t \in \{0, 1\}^t \) and cylinder \( C(s_t) \) such that \( w \in C(s_t) \) and \( T(w', P) = 0 \) for all \( w' \in C(s_t) \).

That is, if \( T_\infty(w, P) = 0 \) then \( P \) will be rejected in some finite time (when \( w \in \Omega \) is realized). Conversely, if \( T_\infty(w, P) = 1 \) then \( P \) will not be rejected in any finite time (when \( w \in \Omega \) is realized).

**Definition 4.** Rejection can be avoided with probability \( 1 - \varepsilon \) if there exists a measure space \( (\Delta(\Omega), \mathcal{G}, \zeta) \), where \( \mathcal{G} \) is a \( \sigma \)-algebra and \( \zeta \) is probability measure on \( (\Delta(\Omega), \mathcal{G}) \), such that for every infinite sequence of outcomes \( w \in \Omega \)

\[
\zeta \{ P \in \Delta(\Omega) \mid T_\infty(w, P) = 1 \} \geq 1 - \varepsilon.
\]

The measure space \( (\Delta(\Omega), \mathcal{G}, \zeta) \) may depend on the test \( T \), but no prior knowledge of the data generating process is required for its construction. So, if it is possible to avoid rejection with probability \( 1 - \varepsilon \) then the uninformed expert can randomly select probability measures such that, with probability \( 1 - \varepsilon \) (according to the randomization used by the expert), will not be rejected in finite time, no matter which sequence of outcomes is realized.

**Definition 5.** An empirical test \( T \) is good if, for some \( \varepsilon \in [0, 1] \), \( T \) does not reject the truth with probability \( 1 - \varepsilon \) and it not the case that rejection can be avoided with probability \( 1 - \varepsilon \).
A good empirical test always rejects the uninformed expert with higher probability than the informed expert.

**Proposition 1.** A good empirical test does not exist.

Proposition 1 shows that no empirical test can always determine whether or not an expert has relevant knowledge over the data generating process.

The proof of Proposition 1 assumes that $T$ does not reject the truth with probability $1 - \varepsilon$ and then shows the existence of the measure space $(\Delta(\Omega), \mathcal{G}, \zeta)$ that allows rejection to be avoided with probability $1 - \varepsilon$. The $\sigma$-algebra $\mathcal{G}$ is obtained as an extension of the sets under which $T$ is zero and one. This makes both $T$ and $T_\infty$ are $\mathcal{G}$-measurable. The probability measure $\zeta$ is constructed as follows: Fix an arbitrary period $r \in N$. Consider the two-player zero-sum game between an expert and nature. A mixed strategy for the expert is a probability measure $\zeta \in \Delta(\Delta(\Omega))$. A mixed strategy for nature is a probability measure $\tilde{P} \in \Delta(\Omega)$. The expert’s payoff is 1 if the realized probability measure $P$ (from the expert’s randomization) and the realized outcome sequence $w$ (from nature’s randomization) are such that the measure $P$ will not be rejected based on $w$, before period $r$. Otherwise, the expert payoff is zero. For every mixed strategy that natures has, there is one strategy for the expert (to announce the truth) that yields payoff $1 - \varepsilon$. By Fan’s (1953) Minimax theorem there exists a mixed strategy for the expert that yields expected payoff $1 - \varepsilon$ for expert strategy of nature. That is, there exists a probability distribution $\zeta_r \in \Delta(\Delta(\Omega))$ such that if $P \in \Delta(\Omega)$ is selected according to $\zeta_r$ then, with probability $1 - \varepsilon$, $P$ will not be rejected before period $r$ (no matter which outcome sequence is realized). The heart of the argument is that there exists a limit point $\zeta$ of a sub-sequence of $\{\zeta_r, r \in N\}$ with the desired property on the open-ended model in which rejection may occur at any point in time.

### 3. Conclusion

A good empirical test would determine, from an observable sequence of outcomes, if a given probability measure is the data generating process or if it is produced without any knowledge over the data generating process. The main result in this paper shows that it is always possible to pass an empirical test that does not reject the truth (unless constraints are imposed on which probability measures can be announced). Hence, a good empirical test does not exist.
4. Proof of Proposition 1

I will make the following simplifying assumption:

**Assumption 1.** For every probability measure $P \in \Delta(\Omega)$ there exists $w \in \Omega$ such that $T_\infty(w, P) = 0$.

Note that if assumption 1 is not satisfied then there exists $\hat{P} \in \Delta(\Omega)$ such that $T_\infty(w, \hat{P}) = 1$ for all $w \in \Omega$. Hence, the expert could simply announce $\hat{P}$ and would not be rejected in finite time for all sequences of outcomes $w \in \Omega$. In this case, it is straightforward to prove proposition 1.

Let $\bar{\Omega} \equiv \bigcup_{t \in \mathbb{N}} \{0, 1\}^t$ be the set of finite histories. Given a finite history $s_t \in \bar{\Omega}$, a dual cylinder with base on $s_t$ is the set $D(s_t) = \{P \in \Delta(\Omega) \mid T(w, P) = 0 \text{ for every } w \in C(s_t)\}$. So, $D(s_t) \subset \Delta(\Omega)$ is the set of probability measures rejected at $s_t$. Let $\mathcal{G}_0$ be the collections of sets $\{D(s_t), s_t \in \bar{\Omega}\}$. That is, $\mathcal{G}_0$ is the collection of all dual cylinders. Let $\mathcal{G}^0$ be algebra generated by, i.e., $\mathcal{G}^0$ is the smallest algebra that contains $\mathcal{G}_0$. The existence of $\mathcal{G}^0$ is demonstrated in Halmos (1970), chapter 1 − 5, Theorem A and observation (4). From the fact that $\mathcal{G}_0$ is countable, it follows that $\mathcal{G}^0$ is also countable (see Halmos (1970), chapter 1 − 5, Theorem C).

Let $\mathcal{G}$ be the $\sigma$–algebra generated by $\mathcal{G}^0$. Let $(\Delta(\Omega), \mathcal{G}, \zeta)$ be the measure space, where $\zeta$ is a probability measure on the measurable space $(\Delta(\Omega), \mathcal{G})$. That is, $\zeta$ is an extension (by Carathéodory extension theorem) of a probability measure on the countable algebra $\mathcal{G}^0$.\footnote{Hence, a priory, the measure space $(\Delta(\Omega), \mathcal{G}, \zeta)$ does not depend of any topology that may be imposed on $\Delta(\Omega)$.} Let $\Delta(\Delta(\Omega))$ be the set of probability measures $\zeta$ on the measurable space $(\Delta(\Omega), \mathcal{G})$. Let' say that a sequence $\{\zeta^n \in \Delta(\Delta(\Omega)), n \in \mathbb{N}\}$ converges to a limit $\zeta \in \Delta(\Delta(\Omega))$ (i.e., $\zeta^n \xrightarrow{n \to \infty} \zeta$) if and only if $\zeta^n(D) \xrightarrow{n \to \infty} \zeta(D)$ for every $D \in \mathcal{G}^0$. Given that $\mathcal{G}^0$ is countable, it follows by standard diagonalization argument that

\[\text{every sequence } \{\zeta^n \in \Delta(\Delta(\Omega)), n \in \mathbb{N}\} \text{ has a convergent subsequence.} \quad (4.1)\]

The set $\Delta(\Omega)$ is endowed with the weak topology. That is, $P^n \xrightarrow{n \to \infty} P$ if and only if $P^n(C) \xrightarrow{n \to \infty} P(C)$ for every $C \in \mathfrak{F}^0$. Given that $\mathfrak{F}^0$ is countable, it follows that by standard diagonalization argument that every sequence $\{P^n \in \Delta(\Omega), n \to \infty\}$
$n \in \mathbb{N}$ has a convergent subsquence. Hence, it follows from that Kantorovich and Akilov (1982), chapter 1 − 5, theorem 2, that $\Delta(\Omega)$ is a compact space.\footnote{To apply this result one must first show that $\Delta(\Omega)$ is a metric space. This is, however, well known. Consider two probability measures $P \in \Delta(\Omega)$ and $\tilde{P} \in \Delta(\Omega)$. If $P \neq \tilde{P}$ then there exists $C \in \mathbb{Z}^0$ such that $P(C) \neq \tilde{P}(C)$. This follows because both $P$ and $\tilde{P}$ are extensions (by Carathéodory extension theorem) of probability measures on the countable algebra $\mathbb{Z}^0$. Hence, $\Delta(\Omega)$ is a Hausdorff space. These results can be summarized as follows: in the weak topology,}

$\Delta(\Omega)$ is a compact, Hausdorff space. \hfill (4.2)

**Definition 6.** Given a test $T$ and period $r \in \mathbb{N}$, let $T_r : \Omega \times \Delta(\Omega) \rightarrow \{0, 1\}$ be a function such that $T_r(w, P) = 0$ if and only if there exists some cylinder $C(s_r)$ with base on $s_r \in \{0, 1\}$ such that $w \in C(s_r)$ and $T(w', P) = 0$ for all $w' \in C(s_r)$.

That is, if $T_r(w, P) = 0$ then $P$ will be rejected at or before period $r$ (when $w \in \Omega$ is realized).

**Definition 7.** Rejection can be delayed for $r \in \mathbb{N}$ periods, with probability $1 - \varepsilon$, if there exists a forecasting scheme $\tilde{\zeta}_r$ such that for every infinite sequence of outcomes $w \in \Omega$

$$\tilde{\zeta}_r \{P \in \Delta(\Omega) \mid T_r(w, P) = 1\} \geq 1 - \varepsilon.$$ 

**Lemma 1.** Fix a period $r \in \mathbb{N}$. If a test $T$ does not reject the truth with probability $1 - \varepsilon$ then rejection can be delayed for $r$ periods with probability $1 - \varepsilon - \frac{1}{r}$.

**Proof** - Let $E^{\tilde{P}}$ be the expectation operator associated with $\tilde{P} \in \Delta(\Omega)$. Let $E^{\zeta}$ be the expectation operator associated with $\zeta \in \Delta(\Delta(\Omega))$. Let $H : \Delta(\Delta(\Omega)) \times \Delta(\Omega) \rightarrow [0, 1]$ be defined by

$$H(\zeta, \tilde{P}) = E^{\tilde{P}} E^{\zeta}\{T_r\}.$$ 

}\footnote{\(d(P, \tilde{P}) = \sum_{r=1}^{\infty} (0.5)^r \sup_{C \in \mathbb{A}_r} \left| P(C) - \tilde{P}(C) \right| \)}
Fix \( w \in \Omega, w = (s_r, \ldots) \). The function \( T_r(w, .) : \Delta(\Omega) \to [0, 1] \) is \( \mathcal{G} \)-measurable. This follows because \( T_r(w, .)^{-1}(0) = D(s_r) \in \mathcal{G} \) and \( T_r(w, .)^{-1}(1) = (D(s_r))^c \in \mathcal{G} \). Hence, \( H \) is well-defined. In fact, \( E^c\{T_r\} = 1 - \zeta(D(s_r)) \). So,

\[
H(\zeta, \tilde{P}) = \sum_{s_r \in \{0,1\}^r} \tilde{P}(C(s_r))(1 - \zeta(D(s_r))). \tag{4.3}
\]

Given a probability measure \( \tilde{P} \in \Delta(\Omega) \), let \( \zeta^{\tilde{P}} \in \Delta(\Delta(\Omega)) \) be a probability measure that assigns zero measure to any dual cylinders \( D(s_t) \in \mathcal{G}_0, s_t \in \Omega \) that do not contain \( \tilde{P} \). That is, let \( \zeta^{\tilde{P}} \in \Delta(\Delta(\Omega)) \) be any probability measure such that

\[
\zeta^{\tilde{P}}(D(s_t)) = 0 \text{ whenever } \tilde{P} \notin D(s_t).
\]

Note that, by assumption 1, such probability measure \( \zeta^{\tilde{P}} \) exists (although it may not unique) because at least one dual cylinder \( D(s_t) \) contains \( \tilde{P} \). By (3.3),

\[
H(\zeta^{\tilde{P}}, \tilde{P}) \geq \sum_{s_r \in \{0,1\}^r, \tilde{P} \notin D(s_r)} \tilde{P}(C(s_r)). \tag{4.4}
\]

By definition, \( \tilde{P} \in D(s_r) \) if and only if \( T_r(w, \tilde{P}) = 0 \) for every \( w \in C(s_r) \). Hence,

\[
\tilde{P}\left\{w \in \Omega \mid T_r(w, \tilde{P}) = 1\right\} = \sum_{s_r \in \{0,1\}^r, \tilde{P} \notin D(s_r)} \tilde{P}(C(s_r)). \tag{4.5}
\]

By 3.4 and 3.5,

\[
H(\zeta^{\tilde{P}}, \tilde{P}) \geq \tilde{P}\left\{w \in \Omega \mid T_r(w, \tilde{P}) = 1\right\}.
\]

By definition if \( T_r(w, \tilde{P}) = 0 \) then \( T_\infty(w, \tilde{P}) = 0 \). So,

\[
H(\zeta^{\tilde{P}}, \tilde{P}) \geq \tilde{P}\left\{w \in \Omega \mid T_r(w, \tilde{P}) = 1\right\} \geq \tilde{P}\left\{w \in \Omega \mid T_\infty(w, \tilde{P}) = 1\right\} \geq 1 - \varepsilon.
\]

Thus,

\[
H(\zeta^{\tilde{P}}, \tilde{P}) \geq 1 - \varepsilon \Rightarrow \min_{\Delta(\Omega)} \sup_{\Delta(\Omega)} H \geq 1 - \varepsilon.
\]

It is immediate from 3.3 that the function \( H \) is continuous on \( \tilde{P} \). This follows because if \( \tilde{P}^m \) converges to \( \tilde{P} \) then all \( \tilde{P}^m(C(s_r)) \) converges to \( \tilde{P}(C(s_r)) \), \( s_r \in \{0,1\}^r \), and there are only finitely many such dual cylinders. It follows from the
linearity of the expectation operator that \( H \) is linear on both arguments. By 3.2, \( \Delta(\Omega) \) is a compact, Hausdorff space. Hence, by Fan’s (1953) Minimax Theorem (2),

\[
\min_{\Delta(\Omega)} \sup_{\Delta(\Omega)} H = \sup_{\Delta(\Omega)} \min_{\Delta(\Omega)} H.
\]

Thus, there exists \( \tilde{\zeta}_r \in \Delta(\Delta(\Omega)) \) such that for every \( \tilde{P} \in \Delta(\Omega) \), \( H(\tilde{\zeta}_r, \tilde{P}) \geq 1 - \varepsilon - \frac{1}{r} \). However, if \( \tilde{P} \) assigns full mass to a single \( w \in \Omega \) then

\[
H(\tilde{\zeta}_r, \tilde{P}) = \tilde{\zeta}_r \{ P \in \Delta(\Omega) \mid T_r(w, P) = 1 \}.
\]

This follows because for a given \( w \in \Omega \), \( E^\zeta \{ T_r \} = \zeta \{ P \in \Delta(\Omega) \mid T_r(w, P) = 1 \} \). Therefore, for every \( w \in \Omega \),

\[
\tilde{\zeta}_r \{ P \in \Delta(\Omega) \mid T_r(w, P) = 1 \} \geq 1 - \varepsilon - \frac{1}{r}.
\]

\[ \blacksquare \]

**Remark 1.** It is possible to topologize \( \Delta(\Delta(\Omega)) \) making it a compact, Hausdorff space such that \( H \) is continuous on \( \zeta \) (the argument is analogous to the one made for \( \Delta(\Omega) \)). Thus, Fan’s (1953) Minimax Theorem (1) replaces "sup" with "max." It follows that under the assumptions of Lemma 1, rejection can be delayed for \( r \) periods with probability \( 1 - \varepsilon \) (instead of \( 1 - \varepsilon - \frac{1}{r} \)). This stronger result, however, is not needed for the proof of proposition 1.

**Proof of Proposition 1** - Assume that the empirical test \( T \) does not reject the truth with probability \( 1 - \varepsilon \). Let \( \{ \tilde{\zeta}_r, r \in N \} \) be a sequence of probability measures on \( \Delta(\Omega) \) as defined in Lemma 1. By 3.1, there exists a subsequence, also indexed by \( r \), that converges to \( \tilde{\zeta} \). Fix an arbitrary sequence of outcomes \( w \in \Omega \), \( w = (s_t, ...) \). For any given period \( t \in N \), and dual cylinder \( D(s_t) \in \mathcal{G}^0 \).

By definition,

\[
\tilde{\zeta}_r(D(s_t)) \xrightarrow{r \to \infty} \tilde{\zeta}(D(s_t)).
\]

If \( r \geq t \) and the first \( t \) elements \( s_r \in \{0,1\}^r \) coincide with \( s_t \in \{0,1\}^t \) then, by definition, \( D(s_t) \subset D(s_r) \). By Lemma 1, \( \tilde{\zeta}_r(D(s_r)) \leq \varepsilon + \frac{1}{r} \). It follows that \( \tilde{\zeta}_r(D(s_t)) \leq \varepsilon + \frac{1}{r} \) if \( r \geq t \). Hence, \( \tilde{\zeta}(D(s_t)) \leq \varepsilon \).

Given that \( D(s_t) \subset D(s_{t+1}) \), it follows that \( D(s_t) \uparrow D \), where \( D \in \mathcal{G} \) is the union of all \( D(s_t), t \in N \). It follows that \( \tilde{\zeta}(D) \leq \varepsilon \). By definition, the complement of \( D \) is \( \{ P \in \Delta(\Omega) \mid T_\infty(w, P) = 1 \} \). Hence,

\[
\zeta \{ P \in \Delta(\Omega) \mid T_\infty(w, P) = 1 \} \geq 1 - \varepsilon.
\]
So, rejection can be avoided with probability $1 - \varepsilon$. ■
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